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MULTIPLE MEMORY SYSTEMS
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“For a long time, | had felt that there was
something missing in the existing theories of
human memory, including my own. Basically, all
of these theories characterized memory as an [
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. memory mechanisms. | had long felt that the 5
- John Anderson basic memory processes were quite adaptive and
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PAVLOVIAN CONDITIONING

Ivan Pavlov
Nobel Prize 1904

before trainin trainin after trainin
£ ¢ 8 Cs: bell
CS —no response US: food
US —response C5+US CS — response response: salivation
prediction!
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THE RESCORLA-WAGNER RULE
Rescorla & Wagner, 1972

predict rewards based on stimuli

response: prediction of US

r= Z S; W; —_— u
CSi ‘weight’; us

0: absent  degree of association of 0: absent

1: present  CS; with US 1: present

2
error: E=(u-— 7“)2 = (u — Z S; w¢>

%

minimise error wrt. weights
‘stochastic gradient descent’

‘ oF
— x(u—r) s;
on each trial ow;  ~——
update: w; = w; +€ (u—r)s; 5
learning speed « 1 signed prediction error

Maté Lengyel | Learning: a theoretical perspective Department of Cognitive Science, CEU, 13 October 2017 http://www.eng.cam.ac.uk/~m.lengyel



PAVLOVIAN CONDITIONING REVISITED

before training training after training
C5 —no response CS+US CS — response
US —response
(o33 1 S R R P A I R AN
us f 00000000000OCOOOCO0000000000000000000000
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trials
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PAVLOVIAN EXTINCTION

before training training after training

phase 1  phase 2

CS —no response

CS+US CS CS — no response
US —response
(o33 1 S R R I I R A
us f 0000000000000O00000
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trials

Maté Lengyel | Learning: a theoretical perspective Department of Cognitive Science, CEU, 13 October 2017 http://www.eng.cam.ac.uk/~-m.lengyel



PARTIAL REINFORCEMENT

before training training after training

CS —no response

US —response CS, CS+US  CS — weak response

CSTE e

Time
[ o1
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ofF
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0 5 10 15 20 25 30 35 40 45 50
trials
Maté Lengyel | Learning: a theoretical perspective Department of Cognitive Science, CEU, 13 October 2017 http://www.eng.cam.ac.uk/~m.lengyel
before training training after training

CS1 —no response
CS2 #no response  CS4+CS+US
US —response

CS1 —weak response
CS2 —»weak response

cs2t R i L S o Y
CSTh e
ust
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before training

CS1 —no response
CS2 —no response
US —response

BLOCKING

training after training
phase 1 phase 2
CSi+US  CS+Csp+Us 1 response

CS2 —no response
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INHIBITORY CONDITIONING

before training

CS1 —no response
CS2 —no response
US —response

training after training
CS4+US CS1 —response
CS1+CS2 CS2 —no response (inhibition)

cs2f e = = T +H+ 4+ + +
CSTh
US| (e] OO0 O OO0 O 0000 O O OO00O000O
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SECONDARY CONDITIONING

before training training after training
phase 1 phase 2

CS1 —no response

CS2 —no response CS1+US C51+CS2 €Sz —response
US —response
21 +HHHH

trials

Maté Lengyel | Learning: a theoretical perspective Department of Cognitive Science, CEU, 13 October 2017 http://www.eng.cam.ac.uk/~m.lengyel

FROM RESCORLA-WAGNER TO
TEMPORAL-DIFFERENCE LEARNING

RW predict immediate rewards based on current stimuli
w; = w; +€(uw—r) s;

r = E S; Wy
)

trials

TD  consider withip-rial time
predict total-future rewards based on stimulus history

wi(T) = wi(1) + € [u(t) +r(E+1) —r(t) si(t—71)

o ——— 1S ult)
rt) =Y si(t—7) wi(r) T =t

i 17=0

within-trial time 1
t
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NEURAL SUBSTRATE: DOPAMINE

HO.
HOmHZ

only metabotropic receptors

(eg. acting on adenylyl cyclase)

e drugs: cocaine, amphetamine — high dopamine levels
e disorders: schizophrenia, Parkinson’s disease, ADHD

e implicated in self-stimulation, addiction
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DOPAMINE = PREDICTION ERROR

Schultz, Dayan, and Montague, Science 1997

before after

Food box

Resting key

Frontal lobe

Caudate nucleus
and Putamen

Pituitary gland

Amygdala

Ventral tegmental area

[Mesollmbnc and Mesocortical DA system'

Nigra
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HIGHER-ORDER LEARNING IN HUMANS

Seymour et al, Nature 2004

a Experimental design b Temporal difference value ¢ Temporal difference
r (t) prediction error ) (t)
S1 S2 % v
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PROBABILISTIC MODELS

“perception is unconscious inference”
& memory & learning & ...
hidden variables

Y1 Y2
, position of convexity
lighting source of shape
shading shadow Hermann von Helmholtz
T To 1821-1894

observed variables

There are things known and there are things unknown, and between are
the rules of probability

product: P(X,Y)=P(Y,X)=PX|Y) P(Y)

' ules _ PIX]Y) P(Y)
» Bayes’ rule: P(Y|X) = P
P(X,Y)=P(X) P(Y) iff X and Y are independent!
(msurlnt) P(X) = Z P(X.Y) Rev. Thomas Bayes
¢ Y 1702-1761
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PROBABILISTIC INFERENCE AND LEARNING

structure M
A

parameters 0
A

latent variables ¥
A

data =
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MODEL COMPARISON

M=0 M=1 M=2 M=3 e under which model do | get the
40 40 40 40 best fit?
20 " ‘2 20 P (D‘éML, M
of =°° 0 o 0 0
parameters model
2055 10209 5 1020 5 1020 5 10 structure
M=4 M=5 M=6 M=7 ]
S what is the likelihood of the model
40 40 40 40 5 .
£ with the best parameters?
20 20 20 20 &
> 5
0 0 0 0 é
20075 1020 5 1020 5 1020 5 10 ? P
3 overfitting!

e which model has the highest
likelihood?

P(D|M) = > P(D|6, M) P(6|M)
0
what is the average likelihood of the

model with randomly chosen
parameters?
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BAYESIAN MODEL SELECTION

over data sets
P[DIM]

data/ \

a model defines a probability distribution

_ model f
B coming from stored in memory -
Rev. Bayes the environment Occam’s razor
€ entities should
' not be multiplied
. ] .
P[D’Msmple] ) beyond necessity ,
»
]
L]
]
L]
]
L]
]
)
]
)
P[D| Meomplex] PP jus vighe]
— : possible data sets
' D
experienced data set
D*
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CHUNK LEARNING:

HIERARCHICAL PAIR-WISE ASSOCIATIVE?
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VISUAL PATTERN LEARNING

familiarization inventory test
‘pay attention’ ‘which one looks more familiar?’
s = ]
&.: r Y
F [ VS. &
<
&3+ ]
x Dj Dj Orbdn & al, PNAS 2008
r
[+ M
¥[X

D = sceney, . .. scene,—» M = argmax P(M|D)| — P(sceneAM;l) VS. P(sceneB|M)
M

how do humans learn a statistical model of their environment?

e associative learning (fitting 2nd order max-entropy model)
e Bayesian model selection (inferring hidden causal structure)
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ALTERNATIVE THEORIES
associative learning Bayesian learning

X
Orbdn & al, PNAS 2008
Boltzmann machine sigmoid belief network
+ Gaussian Markov random field + product of (conditional) Gaussian experts

Maté Lengyel | Learning: a theoretical perspective Department of Cognitive Science, CEU, 13 October 2017 http://www.eng.cam.ac.uk/~-m.lengyel 22



MULTIPLE EXPERIMENTS

baseline frequency-balanced triplet quadruple
X rare frequent =] X +[1] []
S 1] =1 ]
| B OF T
g |:|:| [ | BT O g = 5
RS -
basic frequency-balanced basic - __ basic
g 1T » E w L 1 B 5.0
z - H ERF?
] = humans embedded embedded
= hu
m associative learner [ vs. I VS,H [ Vs
% Bayesian learner =] == - Ed = L]
[
g 100, 100 100 100 = o
£ _— =
sqt) 75 DN 75_1i_ 75_|!T 7577 —§
t o  x S &
8-;: T B— BQ-+oveeer e 5O+ o 50 e 5
‘g": basic frequency-balanced basic embedded basic  embedded
- quad pair pair triplet
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ASSOCIATIVE VS. BAYESIAN LEARNING
inventory: | | =1
[ | 3] >
s ¥ A
1:6 1:2 1:6 2:6
1st order statistic: .
shape frequencies 3x1/6 176 +276
both present 2x1/6 2/6
2nd order statistic:
pairwise correlations ~Poth absent 2/6 2x176
one present 2x1/6 2x1/6
test performance: . humans
70 70 70 .
I [ associative learner
5 60 | 60 sof = [l Bayesian learner
5
Y 50+ ---- - 50 - 50(r==== s s
* :
a0l— Eam— = a0lE= — °
Vs. VS. VS.
| I +[1] x| | [+
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QUANTITATIVE COMPARISON

Bayesian learner

100

r=0.88 (p<0.0002)

Percent correct

+OX+OXO+OXO+0O X
o
3
=
w

% 5 10 15
Log probability ratio

100p

Percent correct

75r

50

associative learner

r=0.71 (p<0.01) " E2

—
mm
NN

= VA
—¢—
+OX+OXO+0OXO
mmo@
w NN

4000 5000 I
Log probablllty ratio

predictions without further fitting

r=0.92 (p<0.006)

r=-0.23 (p>0.65)

Orbdn & al, PNAS 2008
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PROBABILISTIC INFERENCE AND LEARNING

form F

A

structure M

A

parameters ¢

A

N

A

latent variables ¥

3

data =
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GOING UP, UP, UP ...

why constrain ourselves to one model form?

form F

\ 4
structure M

A\ 4
parameters 0

P(z|6) =

A 4
latent variables ¥

A\ 4
data x

ZP x|y, 0) P(y|0)

bat
ostrich ‘\.\ gorilla
in )
robin L\ fcrocodile

\ o
turtle” —"snake

Cm:ump]‘&
models

gorilla

robin L
ostrich > S

%l

P(z|F) = ZP (M, F)PM|F) ——— F = argmax P(z|F)
f

——— 0§ = argmax P(z]0)
0

crocodile
< gorilla
bat

snake turtle

gorilla
bat §142¢84¢5 ... {100 bat
turtle Hierarchical  gorilla I Unidimensional )
clustering bat B scaling ostrich
snake «— turtle an _ robin
i snake -- -
erocodie crocodile crocodile
robin ~. robin . -
ostrich W .- turtle
ostrich snake
PCA, Minimum
MDS spanning
tree

crocodile

snake
- gorilla

turtle
turtle

robin ostrich
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Structural Form Generative process 0) =
Partition © %o o= O o0 =
O O
OO0 =
Chain O+0+0+0 -0+ = }
Order c@a O = :i:
\ o -
Ring g:i SO =
o0 =
Hierarchy 0O = %
o000 =
Tree -0 = +<2
c@a =
Grid g% Chain II Chain
o =
Cylinder % Chain II Ring <2 =
Kemp & Tenenbaum, 2008 {g -
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P(z|M) =Y P(z[0, M)P(OIM) ———> M = arg/\r/ltlaXP(:EM/l)
6

Kemp & Tenenbaum, 2008
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DISCOVERING

biological features

A Salmon  Trout Alligator
Eagle g \\ 9
Robin | Pengu‘ln
Iguana
Finch
Chicken
Ostrich Cockroach

Butterfly

Bee

B supreme court decisions

O'Connor
Blackmun Steyens Souter i
Marshall | l | Brever  White [Hef‘"q“'séca"a
| 1
Brennan ] [
Ginsburg Kennedy Thomas
C o
[ ]
|
\
[
[
%

similarity judgements
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STRUCTURAL FORM

pixel values

~ Teheran

Kemp & Tenenbaum, 2008

Bangkok
Bombay

geographical distances

LEARNING STRUCTURAL FORM

Eagle  Finch
——— Ostrich
\

~\
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Dog
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Ti
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PROBABILISTIC INFERENCE AND LEARNING

cognitive science neuroscience
theory experiments theory experiments
form F
A
% 7 ?
structure M
A
? ?
parameters 6
A p)
latent variables ¥
A
2
data =
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SEQUENTIAL DECISION-MAKING
UNDER RISK AND UNCERTAINTY

.

LIFE =

non-terminal state

Ao
i <
:

ions

acti

\ terminal state

10 fewdd 10
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LIFE = SEQUENTIAL DECISION-MAKING
~  UNDER RISK AND UNCERTAINTY
| . | PRINCIPLES
| 4 . Bayes’ rule
I — how to infer unknowns
/\ based on observations
L Pj )= P PQ)
non-terminal state /\ . . Zy/ P(x|Y") P(Y)
E §E :j|_1:|: A observations
89 ] J \

0 0.5 1
transition probabilities

Bellman equation
how to select the

—

best action

Ny

terminal state

Q(s,a) = Zpgs’ [Rs + H}ZE,"XQ(&G’)}

< o
w o

+ approximations
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probability

i

0

10 rewda 10
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DATA EFFICIENCY VS. COMPUTATIONAL COMPLEXITY

experience learning
data
clever

controil planning for the future
internal representation hard sequential decision making

perfect model-based control

performance
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time
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---I----------y—n_
gl asymptotically

dfata (lefficient: optimal -
ast’learnin approximate
s > 2 model-based

= . control

data inefficient: asymptotically o

<—slow learning sub-optimal episodic

memory-based
control
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MULTIPLE MEMORY SYSTEMS: THE VIEW FROM RL

Two forms of
long term memory

Explicit Implicit
(declarative) (nondeclarative)

Priming | Procedural | Associative learning:  Nonassociative learning:
(skills and classical and habituation and
habits) operant conditioning  sensitization

Emotional  Skeletal
responses  musculature

Medial temporal lobe Neocortex Striatum = Amygdala  Cerebellum Reflex
pathways

model-based (NS uelZE:M  caching-based
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